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Abstract

In this paper, using micro data of the Monthly Syreon SME Trends, which is conducted by the JFC
Research Institute, we examine the price-settingatier of small and medium enterprises (SMEs), and
investigate the cause of the prolonged deflatioddpan. The main findings are as follows. First, th
estimation of the probability of price adjustmehbws that the probability has declined with thespae
of time and price-setting behavior has become isticlsecond, through a regression analysis usiles sa
price change (increase or decrease) as the explaBrable, we find that state-dependent pricing ha
negligible impact on SMEs' price-setting behavitwwever, the impact of state-dependent factorsushm
smaller than that of time-dependent factors. Thttdy examination of change in the coefficients in
individual intervals of the sample period showsep decline in the coefficient of the purchaseerThis
finding is consistent with the "entrenchment of giractice of keeping prices unchanged" in Japarmctwh

is pointed out by Watanabe (2018).
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1. Introduction

Since November 2012, Japan has been in an ecorexpansion phase, supported by the Bank of
Japan's massive monetary easing and the recovergvafseas economies. In the meantime, the
unemployment rate has declined and the supply-dérgap has shrunk, but the growth rate of consumer
prices has remained low. The prospects still remataiear for overcoming deflation.

Why has Japan failed to escape from deflation ¢lengh economy has recovered? In recent years,
there has been an increasing number of argumesttatinibute Japan's deflation to a supply-sidéofac
namely firms' price-setting behavior. Those arguseeflect Japanese firms' tendency to keep thigiep
unchanged even when demand has grown or costdeas Tihey argue that this tendency has been growing
year after year and becoming a contributing factateflation. Watanabe (2018) describes this siuads
the "entrenchment of the practice of keeping priceshanged.”

Arguments that attribute the deflation to firmstprsetting behavior are easy to understand in@hti
Firms become overly afraid of losing customers dging prices. As a result, they refrain from pagsa
rise in cost on to prices. At a time when consunmaes becoming increasingly price-conscious, the
tendency to keep price unchanged is expected t@. gro

However, it is not easy to examine firms' pricaisgtbehavior based on data. If the purpose of the
analysis is to examine the price stickiness, tleeaisnacro data would be sufficient. But these dataot
make clear how individual firms reflect changesi@mand and cost in their sales prices.

On the other hand, in the case of analysis usimgontiata, data constraints pose a problem. Indkg p
many studies using micro data of the consumer pnidex were conducted to examine the frequency of
price adjustment on an item-by-item basis. Howether, use of such data does not make it possible to
identify firms' price-setting behavior that lieshired item-by-item price changes.

The analysis of firms' price-setting behavior regsiidata sets that track not only changes in sales
prices but also changes in the situation facedslo §irm. One such dataset is micro-level datausiress
survey, such as the Bank of Japan's "Tankan sungdtfiough there have been some studies that amalyz
price-setting behavior using business surveyst thenber is small. Also, there have been no suafiest
in Japan, as that kind of micro data is not madaligpulapanese firms' price-setting behavior may be
different from the behavior in other countries.

In this paper, we examine SMESs' price-setting biglavsing micro data of the Monthly Survey on
SME Trends, which is conducted by JFC Researclitutestand investigate the cause of the prolonged
deflation in Japan. We pay particular attentiomaav SMEs reflect changes in their own situatiosates
prices, and how the changes in price-setting behdngve affected the deflation.

Due to the nature of the data used, the analydisisrpaper covers only SMESs' price-setting behavio



However, considering the huge impact of tapie1  Question items and reply options in the Trend/&yr
SMEs on the entire economy, we believe

analyzing Japanese SMESs' price-setting Question item Reply option
behavior has an important meaning.
This paper is structured as follows. In |sales
Increase Unchange Decrease
. . . . (Month to Month)
Section 2, we review past studies concerning
firms' price-setting behavior. In Section 3, _
Sales price
. . Increase Unchange Decreasg
we examine how the frequency of price |(MonthtoMonth)
adjustment by SMEs has changed over time
. . . . Purchase price | Unch D X
using survival analysis. In Section 4, we |Month to Month) nerease nchange ecreasy
identify the determinant factors of SMESs'
price-setting behavior and changes in the [OVvertime Increase | Unchangedi  Decreasg
(Month to Month)
behavior through regression analysis. Based

) ) Source: JFC Research Institute "Monthly Survey MEST rends"
on these results, we examine the impact of

changes in the price-setting behavior on the

deflation that has continued until now. In Sectlnwe analyze the differences in the passing of cos
increases on to sales prices by firm attributeSéietion 6, we examine the background to the inorgas
stickiness of SMES' price-setting behavior. In #®&c, we summarize our analysis and refer to &utur
research topics.

Before starting our analysis, we explain the owwiof the Monthly Survey on SME Trends
(hereinafter referred to the "Trend Survey"). Thendl Survey is conducted every month by the JFC
Research Institute in order to keep track of tr@emic trends of Japanese SMEs. The survey sampges
900 firms with which Japan Finance Corporation'sESthit has business dealings. The regions covered
by the survey are limited to the three major mailitgn areas (Tokyo, Chubu and Kinki). Of the syrve
samples, 70% engage in the manufacturing, 20%amwtholesale, and 10% in other industries. Firms
engaging in the retail and services are not inaude

The survey questionnaire includes questions comggmonthly sales, profits and prices. Respondent
firms are asked to choose one from among the tle@g options corresponding to positive, neutrall a

negative assessments. For example, regarding sadetfiree reply options are "increase," "unchariged

and "decrease" compared with the previous montloumanalysis, we use data concerning four question

items: sales, sales price, purchase price, andimmeeiTable-1 shows the questions and their reptipns.
Among firms in the sample group, we replace onbsthwhose responses have been infrequent. As a

result, the sample group includes many firms whiate continued to provide valid replies for mangrge

In this paper, we use micro-level data of the Tr8udvey over the 21-year period from January 1997 t

December 2017.



2. Related Literature

Many past studies that analyze firms' price-setbefavior use micro data of consumer price index
(CPI). Among them, representative studies are Dieyrad. (2006), which analyze the characteristiche®
frequency of price adjustment based on CPI micrta dla 10 European countries, and Klenow and
Kryvtsov (2008), which use CPI micro data in th&lU Among studies that analyze price-setting bemavi
in Japan, representative studies are lkeda anddk#sl2006), which estimate the hazard functiopride
adjustment based on CPI micro data, and Saita agal 2007), which analyze the frequency of price
adjustment based on retail price survey.

On the other hand, there have been some studies,tbaugh the number is not large, that analyze
firms' price-setting behavior based on micro détausiness surveys.

Lein (2010) analyzes the determinant factors afgasetting behavior of manufacturing firms based on
micro data of a quarterly business survey condubttedKOF Swiss Economic Institute. This study
conducts analysis regarding the impact of statexddent and time-dependent pricing on price-setting
behavior and shows that the state-dependent prisa significant role and that the impact of pase
price is markedly large. Schenkelberg (2013) alsalyaes firms' price-setting behavior based on onicr
data of a monthly business survey conducted bingtitute for Economic Research in Germany anddead
the similar conclusions as in Lein (2010).

On the other hand, Loupias and Sevestre (2013yanéms' state-dependent pricing based on micro
data of a monthly business survey conducted bf3tmeue de France, the French central bank. Thily stu
shows that a state-dependent pricing has an imgaxi&e as in Lein (2010) and that changes in paseh
price are the main driver of sales price changes.

Stahl (2010) analyzes the impact of contracts amnrog price adjustment based on a special survey
conducted by ifo in 2004. Linking those data witltio data of ifo business climate index, Stahl (01
conducts comparison of the hazard rates of prijgstdent. As a result, Stahl (2010) confirms thagre
firms which have contracts regarding price adjusingeiration show a state-dependent pricing behavior

Bachmann et al. (2018) study how firms' price-sgttbehavior is affected by uncertainty based on
micro data of ifo business climate index. As a ltedgachmann et al. (2018) show that an increase in
uncertainty leads to a rise in firms' price adjusttrprobability, as argued by theoretical studiés \davra
(2014).

However, as most of the abovementioned data indaide and middle-sized enterprises, there is a
lack of clarity over the determinant factors of S§/pgrice-setting behavior. In addition, there hasrbno
study that conducts similar analysis based on mitata of Japanese business surveys, so it remains

unclear what factors determine Japanese firmsstting behavior. Moreover, no past study hasded



Figure-l Concept data used in the survival analysis
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attention on time-sequential changes in pricerggtiehavior.

Compared with these past studies, the analysisisnpaper is distinctive in the following pointg) (
concentrating exclusively on SMEs price-setting evédr; (2) focusing attention on the price-setting
behavior of firms in Japan, a country where deflatias continued for many years; (3) focusing dtien

on changes in time-sequential changes in pricergdiehavior.

3. Changesin the sales price adjustment probability

How has the frequency of sales price adjustmenSkNes changed over time? In this section, we
examine the probability of sales price adjustmgntSIMEs and changes in the probability based on a
survival analysis, following Stahl (2010).

The survival analysis is a method which estimatesatverage probability of continuing a certain éven
In our study, survival time is defined as the perituring which a firm keeps its sales price uncleang
since the last price adjustment. Then cumulativeigal rate can be defined as the average proabilia
firm keeping its sales price unchanged in certainiogl. Here, price adjustment corresponds to "emee
or "decrease” in sales price, while keeping pricehanged corresponds to "unchanged" (Table-1).

Figure-1 shows the concept of data used in oumasibn. A data set of successive responses given by
a firm is called a price trajectory. The periodnfr@ne price adjustment to the next is defined aped,
and the length of a spell corresponds to the pehiwohg which the sales price remains unchanged.

The spell that includes the first response to trst price adjustment (located at the left end e
trajectory) is defined as a left-censored spell.tl@nother hand, the spell in which the surveyemibn is
terminated before its next price adjustment (latade the right end of price trajectory) is definesl a
right-censored spell. For example, in Figure-1, phiee trajectory includes one left-censored spelg
spells and one right-censored spell.

The cumulative survival rates for individual firnase calculated based on their spells. However,
left-censored spells are excluded from the calmrabecause the timing of the last price adjustnient

unknown. Furthermore, price trajectory includestipld spells and this could cause an estimatios. bia



Figure-2 Changes in the probability of price adjustment Figure-3 Changes in the probability of price adjustment
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Figure-4 Changes in the probability of price adjustment
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Therefore, we select one spell per firm at
random. For example, in the case of Firm A,
we select one spell from among its one
right-censored spell and two spells.

Using the selected spells, we calculate the
survival rate for each month. Then cumulative
survival rate can be calculated by multiplying
each survival rate. The cumulative survival rate
represents the average probability of the firm
keeping price unchanged duribgnonths after
the last price adjustment.

In the following analysis, we define the
price adjustment probability as the cumulative

rate differential the

survival (I minus

cumulative survival rate). A firm's price adjustrhgorobability can be interpreted as the average

probability of the firm making price adjustmenteaft months from the last price adjustment.

Figure-2 shows firms' price adjustment probabilfyst, looking at the price adjustment probability

calculated with the whole period, the probabilifypdce adjustment by the end of the first montansund

40%. The probability gradually rises, reaching abw0% by 12 months later. Thereafter it remains

almost flat. In other words, around 70% of the darfipns make price adjustment at least once eyedgy,

while around 30% tend to keep price unchanged afyear.

Next, we divide the sample period into three indsfrom January 1997 to December 2003, from

January 2004 to December 2010, and from January f)December 2017) and examine changes in



firms' price adjustment probability during eacheimtl. In the graph, an increase in price sticldniss
expressed as a downward shift of the line.

Figure-2, which describes the line in each intergabws a downward shift of the line. For example,
during the interval from 1997 to 2003, the pricguatment probability after 24 months is around 90%.
However, during the interval from 2011 to 2017, finee adjustment probability after 24 months isvdo
to around 70%.

Note that the definition of the price adjustmerdiudes both price increase and decrease. Is this fa
the price adjustment probability attributable t@lange in price increase or decrease? To answer the
question, we conduct similar estimation using pitgease (decrease), instead of price adjustritame,
the price adjustment probability means the proligimif price increase (or decrease) being impleeent
by thet months after the last price increase (or decrease)

Figure-3 shows that the adjustment probabilityighest during the interval from 1997 to 2003. Dgrin
the interval from 2004 to 2010, the probability litees, but during the interval from 2011 to 20%#jses
again. This means that in recent years, salessphniaee become likelier to rise compared with therual
from 2004 to 2010.

On the other hand, according to Figure-4, whichwshthe probability of price decrease, the linetshif
downward with the passage of time. In other womtlsecent years, sales prices have become liketier
to decline compared with the previous trend.

As shown in Figure-2, SMEs' price adjustment prdtiplaeclines, indicating that prices have become
stickier than before. However, the increased pstekiness is attributable in large part to a redlc
likelihood of price decrease, rather than a reduigetihood of price increase. From this findingaé, it
appears as if the pricing environment has improved.

However, it should be kept in mind that the analys far conducted does not take into consideration
the impact of change in the economic situationaofiganies. For example, the analysis period inpgagser
includes a period when purchase prices rose stee@yto a crude price increase. Therefore, thecestiu
likelihood of sales price decrease may be attriiiatéo purchase price increase. In that case, weota
say that the pricing environment for SMEs has inptb The important issue is the extent to whicimgir
can reflect change in purchase price and otheorfsat their sales prices and whether or not thigiity to

do that has improved.

4. Determinant Factors of Price-Setting Behavior and Changesin the Behavior

(1) Determinant Factor s of Price-Setting Behavior

In this section, we estimate a regression modexamine the firms’ price-setting behavior. Before

explaining our model, we review two theories thavén been presented in many past studies in order to



explain firms’ price-setting behavior. One is thats-dependent pricing, which argues that timing of
price-setting reacts to the idiosyncratic and agmge shocks that firms are faced with. For examiple,
firms’ sales have increased significantly and tipegduction capacity has become tight, increasmgep

is a desirable choice for profit maximization. Cre tother hand, if purchase prices have increased,
retaining the profit margin by passing the increaseto their sales prices may be a desirable forsfi
However, sales price adjustment needs additiorstl Eterefore, firms adjust their sales prices ovitgn

the degree of change in their state has surpassedaén level.

The other theory is the time-dependent pricing, ciwhargues that the timing of price change is
exogenously determined and irrespective of econgituation. Typical models used to explain thi<ing
include Taylor model (Taylor, 1980), which assurtiest prices can be adjusted only at certain timings
because the duration of the contract concerninge @etting is prefixed, and Calvo model (Calvo,3)98
which assumes that probability of a price adjustneaxogenously determined.

Naturally, firms’ actual price-setting behavior oah be classified simplistically as either
state-dependent or time-dependent. Our focus efest here is whether Japanese SMES’ price-setting
behavior is more of a state-dependent nature artinfie-dependent nature.

In our model, we consider two types of explanatmgriables-state-dependent variables and
time-dependent variables-based on these two tledfiest, we include three types of state-dependent
variables-cumulative change in sales, cumulativengk in purchase price, and cumulative change in
overtime-following Loupias and Sevestre (2013). Séhevariables represent the cumulative change in
individual variables during the spell between thst price adjustment and the next. For examplenwies
calculate the cumulative change in sales, we assimes to three reply options selected by survey
respondents as follows: “1” for “increase”, “0” ftunchanged” and “-1” for “decrease.” Next, we ckec
the changes that have occurred until now sincelasieprice adjustment and add the assigned values
accordingly. If the respondent selects “increaserichanged,” and “increase,” the value of cumukativ
change comes to 2.

The larger the value of the cumulative changehis,farther the current sales price level deviaias f
the optimum level. For example, if a firm continuesrecord a month-to-month increase in sales, its
production capacity becomes tighter, and this léadsrise in the optimum price level. When theiatéon
reaches a certain level, this triggers a saleg pmicrease by the firm.

The same approach can be applied to purchase gmateovertime. Note that overtime is used as a
proxy variable for change in personnel cost. Tloeef an increase (decrease) in overtime can be
interpreted as an increase (decrease) in persoosiel

Next, following Lein (2010) and Schenkelberg (2Q48¢ include Taylor dummies as time-dependent
variables. Taylor dummied (nonths) are variables that take the value “1” whiem last sales price

adjustment occurredmonths ago and the value “0” in other cases.fifra makes price adjustment at a



Table-2 Determinant factors of price-setting behavior (ydhrs)

Explained variable Price increase Price increase Price decrease Priceadec
Estimation method oLs 2SLS OoLS 2SLS
Cumulative change in sales 0.002™ 0.015™ -0.003™ -0.023™
(0.000) (0.001) (0.000) (0.001)
) : : 0.001 ™ 0.038 ™ -0.004 -0.038 ™
Cumulative change in purchase price (0.000) (0.002) (0.000) (0.002)
) : : 0.000 ™ 0.001" 0.001 ™ -0.004 ™
Cumulative change in overtime (0.000) (0.000) (0.000) (0.001)
0.140 ™ 0.191 ™ 0.320 ™ 0.303 ™
Taylor dummy (1 month) (0.008) (0.010) (0.008) (0.009)
0.019 ™ 0.063 ™ 0.041 ™ 0.026 ™
Taylor dummy (3 months) (0.004) (0.005) (0.006) (0.007)
0.011 ™ 0.044 0.011 -0.006
Taylor dummy (6 months) (0.002) (0.005) (0.007) (0.008)
-0.009 0.010 -0.004 -0.016
Taylor dummy (12 months) (0.005) (0.006) (0.009) (0.010)
Sample size 48,672 45,625 48,672 45,625

Notes :

1. Each estimation includes seasonal dummies,dpeamies, and industry-specific dummies, but theltesoncerning them are omitted.

2. == ** and * indicate statistical significancet éhe 1%, 5%, and 10% levels. The figures in theptireses indicate robust standard errors (heremafte
same applies except in Tables-4 and -6 and Figure-5).

3. Cumulative changes in sales, purchase pricepeerdime are regarded as endogenous variabletharldg terms concerning changes in individualaldes
until the fourth period are used as instrumentahbtes (hereinafter, the same applies exceptgarBi5 and Table-6).

4. Left-censored spells are excluded from the sanihlereinafter, the same applies except in Figuaad Table-6).

5. The samples are limited to price trajectorigswfhich the respondents gave replies for at leastohsecutive months from the first price adjustment
(hereinafter, the same applies except in Figuraeb Bable-6).

fixed interval, the coefficient of the Taylor dumngkes a statistically significant positive vallie.this
paper, we use four Taylor dummies correspondirfguo different intervals-1 month, 3 months, 6 manth
and 12 months.

Card and Sullivan (1988) show that cumulative \des used in our analysis lead to endogeneity
issues. In addition, there is reverse causalityhet a sales price increase leads to a sales s®&rea
Therefore, when we estimate the model, we havadkle these endogeneity problems. As the explained
variable in our model is a binary, we would noriypalked to tackle these problems based on a noarline
model, such as a probit model. However, in ouryaisl we solve these endogeneity problems by using
two-stage least squares based on a linear regneggwoach for convenience’s sake.

If Japanese firms have a strong tendency to keie pmnchanged irrespective of changes in their
situation, the value of the coefficients of stagpeindent variables is expected to be small. Oodh&ary
to that, if they can adjust prices only at fixedeiwvals irrespective of change in their situatitme
coefficients of time-dependent variables is expktebe large.

Table-2 shows the estimation results during therua from January 1997 to December 2017. The
explained variable is a price increase (decreab@hnis a binary variable that takes the value itithe
cases of price increase (decrease) and the valuén“Other cases. The left two columns show the
estimation using price increase as the explaineidbla. A comparison of the results of the estiomi
that used the ordinary least squares and the @gedeast squares shows that there are differémdhe

coefficient of the cumulative change in sales anplurchase price. In the following discussion, waduict




analysis based on the two-stage least squares.

Concerning sales price increase, is firms’' behavimre of a state-dependent nature or of a
time-dependent nature? Looking at the estimatedficieats in the second column of Table 2, the
coefficients of the cumulative change in salesthedcumulative change in purchase price are pesitnd
significant at the 1% level. The finding that acriease in sales or purchase price leads to arrifieei
probability of sales price increase is consisteitti the state-dependent pricing theory.

However, the impact of change in sales or purchase is not large. The impact of one unit chanfje o
purchase price on the probability of sales pricgdase is only 3.8 percentage points. Also, theaghpf
one unit change of sales is only 1.5 percentagetqdbtate-dependent pricing has negligible impact
SMESs’ price-setting, but the degree of state depeecylis relatively small.

The coefficient of the cumulative change in oveetiis positive and significant at the 10% level, ibait
value is smaller than that of the cumulative chaimgeales or purchase price. The impact of one unit
change of overtime on the probability of salesemrease is only 0.1 percentage point.

Next, we will check the time-dependent aspect aepsetting behavior. The coefficients of the Taylo
dummies except for the 1 month is significant @& 186 level, which means that time-dependent pricing
has crucial role in Japanese SMES’ price-settirfgater. In addition, although a simple comparisen i
difficult, the coefficients of time-dependent vdlies are larger than those of state-dependentolesia-or
example, the impact of the Taylor dummy (3 montrsprice increase is 6.3 percentage points.

A similar trend is observed when we conduct esionatising sales price decrease as the explained
variable. The fourth column of Table-2 shows tleg toefficients of all state-dependent variabldsssa
purchase price, and overtime-are negative andfigni at the 1% level. However, as in the casprmie
increase, the coefficient is relatively small.

In conclusion, state-dependent pricing has nedégibpact on Japanese SMES’ price setting behavior.
However, the degree of state dependency is relatismall and their behavior has more of the

time-dependent nature. This tendency is observiddrespect to either sales price increase or deerea

(2) Increasing Stickiness of Price-Setting Behavior

Has it become easier or more difficult for firms reflect change in purchase price in sales price?
According to the argument concerning "the practtekeeping prices unchanged”, the coefficients of
state-dependent variables are supposed to deavéhdbe passage of time.

Table-3 shows the estimation results in the secohdnn of Table-2 as divided into the three intésva
of the analysis period. The coefficient of cumwatchange in sales in the interval from 2004 to(2i31
higher than in the previous interval, but in thestecent interval, it falls again, down to 0.0This
means that a rise of one unit of sales (increasgaced with the previous month) leads to a risenty

1.2 percentage points in the probability of prineréase. In the most recent interval, during whkah

10



Table-3 Changes in price-setting behavior (Price increase)

Explained variable Price increase Price increase Price increase P ricecine
Sample period Allyears 1997 to 2003 2004 to 2010 2011 to 2017
Cumulative change in sales (8835) (%%%%) ?Ooégz) 0(8%202)
Cumulative change in purchase price (8.'88’%“* ((())%8056) ?00382) 0(8%%2;
Cumulative change in overtime (8883) (%%%10) ?008(%1) (()008(1)1)
Taylr dummy (1 mont) ©010) (0.008) 0015 o014
Taylor dummy (3 months) (8882) (%%%%) (%%71%) 0(8%510)
Taylor dummy (6 months) (8.'833)”* (%%%16) (%%5161) 0(850209;
Tayor dummy (12 months) (0.006) (©.010 0011 ©.010
Sample size 45,625 16,399 15,844 13,382

economy entered an expansion phase, the degreatefdependency of Japanese SMESs' price-setting
behavior is limited.

The coefficient of cumulative change in purchaseepdecreases with the passage of time, from 0.085
to 0.036 to 0.023. This means that it is becomimgenrand more difficult for Japanese SMEs to pass an
increase in purchase price on to sales price.

On the other hand, compared with the level durgginterval from 1997 to 2003, the coefficient lud t
Taylor dummies rise in the following intervals. SMprice-setting behavior has been becoming made an
more time-dependent, rather than state-dependbigt.nfay be because SMEs find it difficult to in@ea
sales price at timings of their own choosing dumtoeased pressure from business clients. Iniaddin
estimation using sales decrease as the explaim@bhaalso finds that the coefficients of statpetaent
variables decline with the passage of time.

In recent years, Japanese SMEs' tendency to késgs pmchanged in response to change in demand
and cost has grown. This finding is consistent wiita "entrenchment of the practice of keeping pgrice
unchanged" that is pointed out by Watanabe (2018).

To what extent has practice contributed to prolondeflation in Japan? In this subsection, we answer
this question using the Blinder=Oaxaca decompasiti@thod. The Blinder=Oaxaca decomposition is a
method that decomposes the change in the explaméable into the impact of changes in the level of
explanatory variables and the impact of changdisdin coefficients. Here, we call first term ase'fimpact
of the difference in the average value" and themsgderm as "the impact of change in firm behaVieor
example, the average purchase price rise leadsgde a the probability of sales price increadeisTs the
impact of the difference in the average value. [ dther hand, when firms have ceased to reflect an
increase in purchase price in sales price, theficmeft becomes smaller, which means a fall in the
probability of sales price increase. This is thpaet of change in firm behavior.

Our interest here is the impact of change in theffimients of state-dependent variables on the

probability of sales price increase.
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Table-4 Blinder=Oaxaca decomposition (in the case of pricegase)

(1) 1997 to 2003 (2) 2004 to 2010 (3) 2011 to 201y rgeafrom (1) to (2) Change from (2) to (3)
Probability of price increase 0.034 0.100 0071 0.066 0,030
(Average value)
Difference in Difference in

. - Average - Average . Average Change in Change in

Explanatory variable Coefficient value Coefficient value Coefficient value the average firm behavior the average firm behavior
value value

Cumulative change in sales 0.010 -0.609 0.019 -0.695 120.0 -0.213 -0.002 -0.006 0.006 0.002
Cumulative change in purchase price 0.085 0.055 0.036 .8201 0.023 1.960 0.064 -0.088 0.003 -0.025
Cumulative change in overtime -0.001 -1.519 0.001 2.28 -0.001 -1.887 -0.001 -0.005 0.000 0.003

Note: The coefficients are based on the estimaitiohable-3. The results concerning Taylor dummsessonal dummies, year dummies, industry-speaifitndies and interaction terms are omitted.

Table-4 shows the estimation results. The prolighufi sales price increase rises 6.6 percentageoi

from interval (1) to interval (2) but fall 3.0 pemtage points from interval (2) to interval (3).ble&4

shows that the rise in the probability of sales@increase from interval (1) to interval (2) isibttable in

large part to the difference in the average valueumulative change in purchase price (6.4 pergenta

points). On the other hand, the impact of chand@rm behavior is negative with respect to all edbies,

and the impact of change in firm behavior relatedpotirchase price in particular is large (minus 8.8

percentage points). As for change from intervalt¢2interval (3), the impact of change in firm beiloa

related to sales and overtime is positive but inelbt small. In addition, the impact of change imf

behavior related to purchase price is negative ymih5 percentage points).

What is the intensity of the impact of change mmfibehavior? The total impact of change in firm

behavior from interval (1) to interval (2) is -Q@rcentage points. Also, the total impact of chandgem

behavior from interval (2) to interval (3) is -20@rcentage points. Overall, change in firms' psieting

behavior pushed down the probability of sales priceease by 11.9 percentage points from intedjatq

interval (3). Given that the probability of salggp increase in the recent interval is only 7.1%,can say

that the negative impact of change in firms' pse#ing behavior has been substantial.

5. Passing of Cost Increase On to Prices

(1) Passing of Cost Increase On to Prices as Viewed through Regression Analysis

As described above, SMESs’ price-keeping practicebésoming more and more entrenched. In

particular, the tendency to reflect change in pasehprice in sales price has weakened with theagassf

time. In which industries and among which sizedirofis is this trend conspicuous? In this sectianaa

supplementary analysis, we examine differencesrby dttribute in price-setting behavior, particljyan

terms of how much change in purchase price isaieftein sales price.
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Table-5

First, based on the regression analysis conduc

Interaction term of industrgpecific dummie

cumulative change in purchase price

in the previous sections, we examine differences |

Industry Coefficient
price-setting behavior by industry. Here, we add th Food 0.032
. . . . . 0.008
interaction terms between industry-specific dummig (0 005)
Textiles ’
and cumulative change in purchase price into tf (0.011)
. . . . Lumber and wood 0.059
estimation that is shown in Table-2. (0.018)
L 0.003
Table-5 shows the estimation results. As th Paper (0.011)
wholesale trade industry is used as the referen chemicals -0.002
(0.007)
variable, we can interpret that industries for vahilce ) -0.049
Ceramics, stone, and clay (0.006)
coefficient is positive find it easy to reflect pbhase 0'050 =
] ) ] ) ) Iron and steel ’
price increase in sales price compared with th (0.011)
. . Non-ferrous metals 0.080
wholesale industry and vice versa. (0.017)
. . . - . -0.026 =
Among industries for which the coefficient is| Metal products (0.006)
positive and significant are non-ferrous metal8§0), General-purpose machinery Eg'gg;)m
lumber and wood (0.059), and iron and steel (0.05( . . -0.044 =
Electronic parts and devices (0.005)
Since these industries are materials-related oihes _0'061 =
Transportation equipment )
may be relatively easy to pass change in purcha (0.008)
. . Precision instruments -0.025
price onto sales price. (0.009)
L . . -0.043 ™
On the other hand, the coefficient is negative arf ~Other manufacturing (0.008)
large for transportation equipment (-0.061), tramsp | Construction ('g'gég)“
(-0.055), and printing (-0.053). Sales price insieg Printing Eg_gg:)m
may be difficult for transportation equipment, snc n 0055 =
ransport !
these firms mostly do sub-contracting work. In th (0.006)
L . . Wholesale trade (Reference variablg)
case of transport and printing, excessive compatiti

. . Note:
has been pointed out, so the result iS easy Aas addtionalinstrumental variables forthe intian terms of industry-
specific dummies and cumulative change in purgbese, we use the lag

understand intuitive|y. terms concerning these variables.

(2) Termsof Trade

Next, in order to look at differences in the pags cost increase on to sales price by firm attab
from another viewpoint, we calculate the termsratlé based on micro data and examine the diswibuti
of obtained values and differences in the termsaafe.

The terms of trade, which refers to the ratio désarice to purchase price, is an indicator ahd
profitability’. In the case of diffusion index, the terms of &aslobtained by subtracting the purchase price

DI from the sales DI. In this subsection, we calteithe terms of trade based on micro data.

1 The terms of trade is usually defined as the m@itiexport price to import price. However, the ratica firm’s sales price
to purchase price is also called the terms of trad®me cases.
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Figure-5 Distribution of the average value of the termsrafle (by sample period)

(1) Allyears (1997 to 2017) (2) 1997 to 2003
(Number of companies) (Number of companies)
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(3) 2004 to 2010 (4) 2011 to 2017
(Number of companies) (Number of companies)
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Standard deviation: 0.218 LT
Standard deviation: 0.190
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(Average value of the terms of trade) (Average value of the terms of trade)

The calculation method is as follows. First we gigsialue to replies to the questions concerningssal
and purchase prices as follows: "1" for "incred$"for "unchanged" and "-1" for "decrease." Next
subtract the value given in relation to purchaseepirom the value given in relation to sales prigeer
example, when a firm selects "unchanged" in refatibsales price and "“increase" in relation to pase
price, the terms of trade for the firm is -1. Thens of trade takes a value ranging from -2 to 2.

Figure-5 shows histograms of the average valubetdrms of trade. As the number of responses by
firm differs from interval to interval, a simple mparison may be misleading. For example, it wout n
be appropriate to compare a firm which respondg onte with a firm which responds more than 60 §me
Here, we conduct comparison only among firms winkgponds more than 60 times in each interval.

As in the previous case, the histograms representeisults in all sample period and the resulthén
three intervals of the period. First, looking a thistogram that represents the results in the evpetiod,

there is a dense concentration of the values im#gative column. The average value is -0.164. This
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Table-6 Changes in the terms of trade (by sample periogdiiforce size, and by industry)

(1) By sample period

(Unit: cases, %

1997 to 2003 2004 to 2010 2011 to 2017

Improvement Neutral Deterioration Improvement Neutral Deterioration Improvement Neutral Deterioration
Sample Size 2 208 202 Sample Size 3 110 235 Sample Size 4 167 225
Share (0.5) (50.5) (49.0) Share (0.9) (31.6) (67.5) Share (1.0) (42.2) (56.8)
(2) By workforce size
less than 30 employees 30 to 99 employees 100 or more employe

Improvement Neutral Deterioration Improvement Neutral Deterioration Improvement Neutral Deterioration
Sample Size 2 115 198 Sample Size 1 125 281 Sample Size 2 44 127
Share (0.6) (36.5) (62.9) Share (0.2) (30.7) (69.0) Share 1.2) (25.4) (73.4)
(3) By industry
Manufacturing Wholesale trade

Improvement Neutral Deterioration Improvement Neutral Deterioration
Sample Size 4 194 475 Sample Size 1 71 83
Share (0.6) (28.8) (70.6) Share (0.6) (45.8) (53.5)
Construction Printing Transport

Improvement Neutral Deterioration Improvement Neutral Deterioration Improvement Neutral Deterioration
Sample Size 0 19 48 Sample Size 12 8 41 Sample Size 0 11 30
Share (0.0) (28.4) (71.6) Share (19.7) (13.1) (67.2) Share (0.0) (26.8) (73.2)
Sub-categories of manufacturing
Food Textiles Metal products

Improvement Neutral Deterioration Improvement Neutral Deterioration Improvement Neutral Deterioration
Sample Size 0 18 30 Sample Size 2 16 29 Sample Size 1 30 69
Share (0.0) (37.5 (62.5) Share (4.3 (34.0 (61.7) Share (1.0 (30.0) (69.0)
General-purpose machinery Electronics parts andésvi Transportation equipment

Improvement Neutral Deterioration Improvement Neutral Deterioration Improvement Neutral Deterioration
Sample Size 1 13 80 Sample Size 0 17 38 Sample Size 0 13 30
Share (1.1) (13.8) (85.1) Share (0.0) (30.9) (69.1) Share (0.0) (30.2) (69.8)

indicates that many firms have been unable to passhase price increase on to sales price.

In addition, in all histograms that represent tbsuits by interval, there is a dense concentratidhe

negative column. The concentration in the negatolamn is particularly dense in the interval fro802

to 2010, with the average value at -0.199. A ressyarice rise is probably the main factor behing th

dense concentration. The crude oil price, which aasind 30 dollars/barrel in 2004 rose to around 14

dollars/barrel in the peak year of 2008. The resmrice rise is presumed to have aggravated many

SMEs' terms of trade.

Next, we divide firms into those which experiencgiovement, neutral, and deterioration in the terms

of trade, and we look at their shares in the totehber. Here, firms whose average value of ternisade

is positive and significantly above zero are defias "improvement". Firms whose average valueraige

of trade is negative and significantly below zere defined as "deterioration" and firms the avenagjae

of which is not significantly above or below zem"aeutral". Then we calculate the share of eatdgoay

of firms. We set the significance level as 5%.

Table-6 shows the shares of "improvement

" "neutrat! "deterioration” firms. In (1), which shows the

share in each interval, the share of "neutral” $ifig1 50.5% in the interval from 1997 to 2003 bulit tia

31.6% in the interval from 2004 to 2010. In thesmduent interval from 2011 to 2017, the share rizats
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only to 42.2%. In the interval from 2011 to 201high mostly coincides with the economic expansion
phase in Japan, as much as 56.8% of firms experleleterioration” in the terms of trade.

Next, we look at the share by firm attribute. Tablg¢2) shows the shares by workforce size.
Unexpectedly, the share of "deterioration” tendsddarge among firms with a larger size. Althodigims
with a larger size may be presumed to be in a g&oprice-negotiating position, the actual trendas
consistent with that presumption. Even if the sanipms are further divided by industry, this traedlso
observed, although the results of analysis basettheiubdivision are not shown in the table. Asiga
simple cross-tabulation indicates that the largerfirm size is, the larger the share of "detetiord is. It
may be because their larger number of businesgt€lieads to a situation which increases the dostles
price adjustment.

Table-6 (3) shows the shares of firms by indud®ggarding the breakdown of the manufacturing
industry into sub-categories, only the results eonig sub-categories whose sample size is at #ast
firms are indicated. The share of "neutral” is éarin the wholesale trade than in the manufactui@m
the other hand, in industries where excessive cttigoe has been pointed out as well as in the

manufacturing industry, the share of "deteriordtigriarge.

6. Factorsbehind Changein Price-Setting Behavior

Using the micro-level data of the Trend Survey, examine the price-setting behavior of Japanese
SMEs and show that the price-keeping practice isagppng among Japanese SMEs. What factors have
caused firms' price-setting behavior to becomekistie Watanabe and Watanabe (2015) cite two
hypotheses to explain the contributing factors.

One of the hypotheses is that structural changes baused firms' price-setting behavior to become
stickier. For example, changes such as intensifgimgpetition between firms due to globalization and
consumers' growing preference for lower pricedikety to make it difficult for firms to increaseripes. If
firms' sense of uncertainty over the future grafvey may become afraid of increasing prices, riggulh
increased stickiness of the price-setting behavibose are exogenous factors that cannot be claurol
through firms' efforts.

The other hypothesis is that when the inflatiore ret low, it is inevitable for firms' price-setting
behavior to become stickier. If firms refuse torease prices when the inflation rate is highamely when
other firms are raising pricesthe amount of profits they lose by keeping priceshanged would be large.
Then, they have incentive to increase their pri€esthe contrary to that, when the inflation ratéoiv, the
cost of making price change would outweigh the fgsrofits, so keeping prices unchanged is likelpe
the best strategy. According to this argument, ghan price-setting behavior can be explained lyldv

inflation rate.
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Table-7 Impact of the Corporate Goods Price Index on cagdoehavior (in the case of price increase)

Explained variable Price increase Price increase Price increase
Sample period 1997 to 2003 2004 to 2010 2011 to 2017
: : 0.009~ _ 0.009 " 0014~ 0013~ 0.011 " 0.010
Cumulative change in sales (0.002) (0.001) (0.002) (0.002) (0.002) (0.002)
. : : 0.051"  0.049 " 0.030™  0.026" 0.026 0.023 ™
Cumulative change in purchase price 4’567y (0.004) (0.002) (0.002) (0.002) (0.002)
: , - -0.001 -0.001 0.000 0.000 -0.002  -0.002°
Cumulative change in overtime (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Corporate Goods Price Index 0.003 0.007 0.008
(0.001) (0.001) (0.001)
Sample size 11,721 11,721 11,143 11,143 8,708 8,708

Source: Bank of Japan "Corporate Goods Price Index"

Note: The results concerning Taylor dummies, sesisrmmies, year dummies, and industry-specificrdies are omitted.

Although it is difficult to verify the former hypbesis based on the data obtained through our @alys
it is possible to verify the latter hypothesis. 8fieally, we add the price index as an additional
explanatory variable into the regression analysis ealculate its coefficient. If the latter hypatheis
valid, adding the price index as an additional arptory variable is supposed to eliminate the chang
firms' price-setting behaviernamely the decline in the coefficients of stateatefent variables.

Here, we use the year-on-year growth rate of th&kBé Japan's Corporate Goods Price Index (CGPI).
As the scope of product items covered by the ingldéimited, only 14 of the industries indicatedTiable-4
—ifrom food to other manufacturingare included in the analysis. We estimate regressiadel similar to
the one the results of which are shown in Tabler3nbluding the industry-by-industry corporate gsod
price index corresponding to each industry as xpéaeatory variable.

Table-7 shows the results. Here, in order to gldhié impact of the CGPI as an additional variabie,
compare the results that don't use the CGPI aridifieathe CGPI. Although the coefficient of the TGP
positive, it is not large. For example, during thest recent interval, the probability of sales giincrease
is risen only 0.8 percentage points by 1 percenpag# rise of CGPI.

Does the inclusion of the CGPI eliminate the dechim the coefficients of state-dependent variables
indicated in Table-3? A comparison of the estimashows that the use of this additional variablesdwot
have any significant impact on the coefficientstate-dependent variables. For example, the caeffiof
cumulative change in purchase price changes aglytsl, from 0.051 to 0.049 over the first interyiibm
0.030 to 0.026 over the second interval, and frod2® to 0.023 over the third interval. As a restlig
coefficient of cumulative change in purchase pdeogtinues to decline with the passage of time when
CGPl is used as an additional variable. This méaaisthe impact of the inflation rate alone is kely to
explain changes in firms' behavior.

Therefore, it may be difficult to uphold the hypesiis that when the inflation rate is low, it isvitable
for firms' price-setting behavior to become stickiehe other hypothesisthat structural changes leads to
change in firms' price-setting behavior, probabtplains the change, although further examination is

necessary.
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7. Conclusion

In this paper, we examine the price-setting belmasfoSMESs, and show that firms' price-keeping
practice has become more and more entrenchedvathassage of time. As this trend has lasted top lo
many SMEs have presumably been preoccupied with twowurb their costs without considering the
option of negotiating with business clients ovdaceiincrease. Of course, in light of the balanceafer
with clients and price competition with other firnehaving in this way may have been a rationatesy.
However, as the rise in materials price and pemslooost continues over the medium to long term, the
strategy of continuing to keep prices unchanged mgéch its limits in due course. In order to keep
business afloat, it will become necessary soonkater to revise the pricing strategy.

Recently, there have been signs of change in fipnse-setting behavior in Japanese firms. In Cetob
2017, a major transport firm raised delivery fai@sthe first time in 27 years. This has changesdrtitood
in the transport industry, and we often hear id $hat it has become easier for small and mediansport
firms to engage in price-raising negotiations. Raigares has become possible presumably becahas it
become easier to obtain users' understanding esu#t of media reports about the labor shortagetlamd
overtime problem in the transport industry.

The positive mood for price increase is not limitedthe transportation industry but has started to
spread to a broader range of industries. In Jajten perception that prices do not change has been
pervasive for many years. That is true not only mgneonsumers but also among firms. However,
normally, flexibly changing prices should be aneetive way for firms to pursue profits. Rather than
regarding sales price as a given that cannot begelth SMEs must rethink and look at sales prica as
business strategy element.

Finally, we refer to future research topics. Filstcause of the data constraint, our analysis émtus
exclusively on SMEs price-setting behavior. Therefadt is difficult for us to compare the charaitcs
of SMES' price-setting behavior with that of lagged middle-sized firms. Intuitively, SMEs, which sty
do subcontracting work, are more likely to be urablchange prices at the timings of their own. Ewsy,
as shown by Table-6, the analysis results sometttegsintuition. One future research topic is analy
differences in price-setting behavior by firm size.

Second, in this paper, we are unable to fully arealthe factors behind the increased stickiness of
price-setting behavior due to data constraints. é&x@mple, we cannot say anything definite about how
price-setting behavior is affected by the factdtedcin Section 6, including changes in the contipeti
environment and consumers' preferences. In addifiene is the possibility that growing uncertaintgy
be affecting the increased stickiness of pricarggtbehavior. Bachmann et al. (2018) analyze theairh

of the uncertainty index, which is developed basedfo business climate index, on price-settingawadr.
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As a result, Bachmann et al. (2018) shows thaharease in uncertainty causes a rise in the priyaddi
price adjustment. An uncertainty index can alsochkeulated based on micro-level data of the Trend
Survey. Therefore, it may possible to identify impact of the uncertainty index on price-settingpdgor
in Japan. In the case of Japan, there is the plitysibat uncertainty has constrained firms' preziting
behavior through the so-called "wait-and-see effect

Third, the Trend Survey data used in this papercategorical, so our analysis cannot take into
consideration the quantitative change in salespaimnchase price. However, in the analysis of prittirg
behavior, it is important to examine not only whetlirms increased or decreased prices but also how
much prices changed. Therefore, it may be impotiatdke into consideration not only the frequenty

price adjustment but also the quantitative aspiegtice change in future analysis.

2 According to Vavra (2014), an increase in uncetya@xercises two kinds of effects on price-settiegpavior. One is the
volatility effect, which refers to a rise in theopability of price adjustment, and the wait-and-stéect, which is attributable
to the price adjustment cost. If the wait-and-désceoutweighs the volatility effect, an increasauncertainty lowers the
probability of price adjustment.
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